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Abstract
Modern three-dimensional (3D) designs, in which the active devices are placed in multiple layers using 3D inte-
gration technologies, are helping to maintain the validity of Moore’s law in today’s nano era. However, progress
in commercial 3D ICs has been slow due to multiple reasons. One of them is the lack of appropriate physical
design (layout) tools that take the new constraints arising from the third dimension into account. In this paper, an
overview of physical design’s challenges in the new 3-dimensional context are presented. Specifically, we inves-
tigate the physical design steps of floorplanning, placement, routability prediction and routing. New 3D-tailored
design methodologies are presented that are capable of addressing 3D-specific design challenges.

1 Introduction

Modern three-dimensional (3D) designs, in which the
active devices are placed in multiple layers, are a
promising option to keep Moore’s law in effect in to-
day’s nanoscale era (Fig. 1). However, despite many
advantages (such as heterogeneous integration), 3D de-
signs are only slowly gaining practical importance. Ob-
viously, 3D integration faces enormous challenges in
both technology and physical design. Typical problems
in 3D integration technologies are, among others, re-
liability, alignment accuracy, reuse of existing (2D) IP
blocks, testability and thermal issues. While thermal in-
tegrity is a critical issue in all high-performance chips
(system reliability is strongly dependent on the temper-
ature), this problem is even more significant for 3D de-
signs due to the higher power density in the stacked ar-
rangement.
During physical design, all circuit components are in-
stantiated with their geometric representations, result-
ing in a layout representation of the circuit. In other
words, geometric images (shape, size, and metal layer)
of all macros, cells, gates, transistors, etc., are assigned
a location (floorplanning, placement) and have their
interconnects laid out (routing). The result of physi-
cal design is a set of manufacturing specifications that
must be subsequently verified and optimized (verifica-
tion/optimization).
While the major step sequence in 3D physical design
does not differ compared to 2D design (Fig. 2), each
individual step has to take the special constraints of 3D
integration into account. Hence, physical design of 3D
circuits cannot be simply viewed as a stack of multiple
2D physical designs. Major issues are, for example:
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Figure 1: Schematics of 3D designs such as (a) 3D pack-
ages and (b) 3D integrated circuits. While 3D packages al-
low the vertical integration of various heterogeneous tech-
nologies, 3D integrated circuits enable denser circuits due to
smaller distances between active devices in the third dimen-
sion.

• New net topologies spanning more than one tier
are inherent to interconnect in 3D technologies.

• Inter-tier vias (Fig. 1) that interconnect tiers are
not comparable to “regular” signal vias regard-
ing their impact on circuit characteristics. Fur-
thermore, the density of inter-tier vias is at least
100 times smaller than signal via density for all
current and foreseeable 3D technologies [9].

• Interconnect and active components interact
more tightly because of blockages constituted by
thermal and inter-tier vias.

• A more complex heat management is necessary;
thermal vias and other mechanisms are required
to dissipate heat.

• The integration of existing (2D) IP blocks poses
a severe challenge due to its limitation on the
placement of inter-tier vias.
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Figure 2: The major steps in the circuit design flow with a focus on physical design. It should be noted that modern VLSI
design flows tend to blur the boundaries of these individual steps and have more integrated approaches. But for ease of
explanation, these individual step notations are still used here.

In this paper, the major physical design steps floorplan-
ning, placement and routing in the context of 3D de-
signs will be discussed. Routability prediction is also
investigated because it is an inherent part of these steps
and it is greatly affected by the transition into a third
dimension.

2 Floorplanning
During floorplanning, the shapes and positions of vari-
ous modules (circuit partitions, such as digital and ana-
log blocks) are determined. Thus, the floorplanning
stage determines the external characteristics – fixed di-
mensions and external pin locations – of each module.
These characteristics are necessary for the subsequent
placement (see Sec. 3) and routing (see Sec. 5) which
both determine the internal characteristics of the mod-
ule.
Conventional floorplanning assumes a single two-
dimensional layer on which several modules must be
arranged. A wide variety of different algorithmic ap-
proaches have been used in order to solve the floor-
planning problem. 3D floorplanning includes new, 3D-
specific characteristics that must be represented in the
underlying data structures. For example, high output
power modules need comprehensive consideration (i.e.,
thermal-driven floorplanning, [13]) and vertical depen-
dencies arise in addition to horizontal ones.
There are two ways to represent vertical dependencies.
The first possibility is the multiple usage of classical
data structures, so-called 2.5D methods. Here, addi-
tional mechanisms have to be implemented to consider
vertical relations between modules placed in different
tiers, such as vertical alignment as well as overlapping
and non-overlapping constraints. These representations
include a discrete z-direction, such as in the combined
bucket and 2D array (CBA) approach in [2].
It quickly became obvious that vertical dependencies
must be incorporated directly into the data structure.
This prevents invalid solutions without time-consuming
evaluation and allows both that constraints are consid-
ered efficiently and solution space is minimized. More
recent 3D data structures for floorplanning represent
multilayer modules in all three dimensions. An exam-
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Figure 3: Illustration of 3D Slicing Tree operations to per-
mutate a given 3D floorplan [5]. A rotation alters an inner
node (representing a cut through the normal plane) resulting
in a physical rotation of modules contained in the subtrees of
that node. An exchange swaps two subtrees resulting in a
physical exchange of modules contained in these subtrees.

ple for such a 3D data structure is the 3D Slicing Tree
described in [1]. As illustrated in Fig. 3, different op-
erations, such as module rotation and swapping, can be
carried out efficiently to modify a given tree. A con-
catenation of these operations allows obtaining any pos-
sible slicing tree from any given slicing tree. However,
solutions from a 3D Slicing Tree are limited to slicing
floorplans.

3 Placement
After floorplanning to determine module outlines and
pin locations, the design is ready to be placed. That is,
the next step in the design flow is to determine the loca-
tion of each cell within its respective module (partition).
The objective of placement is to determine the location
and orientation of all cells, given solution constraints
(e.g., no overlapping between cells) and optimization
goals (e.g., minimizing total wirelength).
While 2D placement is limited to one (planar) layer,
3D placement requires optimizing the placement be-
tween multiple active layers. As mentioned, thermal
constraints are crucial for 3D designs. Hence, 3D place-
ment must ensure that thermal considerations are ful-
filled. For example, the placer must spread cells such
that a reasonable temperature distribution can be ex-
pected. However, due to the increased package density,
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Figure 4: Regular thermal via regions in a 3D integrated
circuit.

additional techniques are required to tackle the heat dis-
sipation issue in 3D designs. Therefore, vertical metal
structures that serve as “heat removers”, so-called ther-
mal vias, play an important role in achieving a ther-
mal solution. Essentially, a thermal via acts as a pipe
to transport the heat from a higher temperature region,
such as a cluster of cells within the chip, to a heat sink,
such as a thermal interface material with cooling fins
above or below the chip.
Resulting from this thermal constraint, 3D placement
must not only place cells and inter-tier vias but also
take the positions of thermal vias into account. While
cell placement usually concerns only one tier, the place-
ment position of a thermal via is affecting all layers be-
cause it creates a blockage area throughout all layers
(tiers). As such, it may represent a severe problem for
cell placement and routing. Furthermore, cell place-
ment and thermal via placement are interacting because
the position and size of a thermal via depend on the
thermal energy of the cells in its neighborhood. This
requires a full-chip thermal analysis at the granularity
of the individual thermal via which would lead to an
unreasonable thermal simulation matrix.
However, practical solutions presented in literature over
the last couple of years, such as [7], have addressed
these problems by designating specific areas ("regions")
within the circuit as potential thermal via sites (Fig. 4).
Subsequently, the placer can be limited to determine the
density with which these regions are filled with thermal
vias. One advantage of this approach is the large gran-
ularity with which the thermal analysis method could
work. The thermal conductivity of each region (ele-
ment) can be treated as a design variable that is only
subsequently translated into a precise number of ther-
mal vias placed inside this region. Another advantage
is the regularity of these blockage areas which can be
considered much easier by the subsequent routing pro-
cedure.
Besides accounting for thermal issues, 3D placement
also requires new placement methodologies. One of

the first 3D placement approaches is presented in [4].
Here, a netlist hypergraph is embedded into the layout
area. A recursive bipartitioning procedure is used to as-
sign nodes of the hypergraph to the partitions with par-
tition’s capacities taken into account. The partitioning
in vertical direction (z direction) correspondents to tier
assignment. Thermal constraints are not considered in
this approach.
A 3D-specific analytical placer, based on a force-
directed method, is presented in [6]. It takes thermal
objectives directly into account by using Finite Element
Analysis (FEA) which discretizes the design space into
regions with thermal boundary conditions. Attractive
forces are created between connected cells which are
proportional to the squared Euclidean distances be-
tween cells. Multiplicative factors for these distances
are chosen to be higher in the vertical (z) direction in or-
der to discourage inter-tier vias. While repulsive forces
are commonly used to prevent cell overlaps, this 3D
version of an analytical placer avoids hot spots by in-
cluding thermal criteria to define these forces. Specif-
ically, the temperature gradient is used to determine
magnitudes and directions of the repulsive forces.
It is obvious that 3D layouts have limited flexibility
in the third dimension due to both the relatively small
number of feasible tiers and the scarce availability of
inter-tier connections (vias). According to [8], this fa-
vors partitioning approaches (rather than force-directed
solutions) at least during global placement. Accord-
ingly, this work initially uses recursive bisectioning
to perform global placement. This step is followed
by coarse legalization in which the methods of Fast-
Place [11] are generalized. Finally, a non-overlapping
layout is generated using detailed legalization. Ther-
mal effects are incorporated through thermal resistance
reduction nets. They are attractive forces that aim for
keeping high power nets to remain close to heat sinks.
Subsequently, this placement provides a good trade-
off between conventional objectives such as the overall
wirelength and 3D-specific goals such as the number of
inter-tier vias and temperature.

4 Routability Prediction

One of the last steps in a physical design flow is routing,
i.e., defining the interconnect geometry (see Sec. 5). As
a result of the routing stage, not only the geometry of
interconnects is determined but also electrical proper-
ties of the circuit are defined. In order to achieve good
routing results, all previous design steps have to be op-
timized with regard to routability. Therefore, evaluat-
ing routability is an inherent part of most physical de-
sign steps. Current development towards 3D designs
with complex interconnect topologies requires new ap-
proaches for routability prediction.
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Figure 5: (a) General graph modeling interconnect re-
sources and (b) a graph with a reduced number of edges
by assuming preferred directions for routing [5].
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Figure 6: Simplifications of the routing graph. The coarsen-
ing of the routing grid is shown at the left while combining
layers is illustrated at the right.

In order to investigate routability prediction in the 3D
context, we must first address the issue of modeling
routing resources for 3D ICs.
Routing resources can be modeled by a rectilinear
graph with weighted edges as shown in Fig. 5a. Nodes
correspond to regions in the design and weighted edges
correspond to routing resources in those regions. Each
of the nodes is assigned a location (x, y, z). Here, x and
y are continuous coordinates within a layer, while z is
discrete and specifies the interconnect layer. In practice,
x and y are often artificially restricted to discrete values,
and preferred directions for interconnects are assumed.
These two measures simplify the design process by lim-
iting the number of nodes as well as reducing the num-
ber of edges of the graph (Fig. 5b).
This general model of routing resources is valid for 3D
designs as well as for previous 2D technologies. This
observation would imply that the complexity of rout-
ing prediction does not increase for 3D ICs. However,
during 3D routing prediction, the number of intercon-
nect layers that have to be taken into account is larger,
design objectives differ compared to previous technolo-
gies, and additional 3D-specific constraints must be
considered.
As discussed, routability prediction is characterized by
a trade-off between accuracy and runtime. Balancing
this trade-off is even more important for 3D routabil-
ity prediction as solutions spaces are generally larger.
Depending on the required accuracy, the routing graph
has to be simplified by an appropriate degree. For 2D
systems, the routing graph is simplified by combining
routing layers (Fig. 6b) and/or by coarsening the rout-
ing grid (Fig. 6a). The former simplification discards
any information about vias. The latter – which reduces
the x- and y-resolution by an arbitrary factor – is the
basic concept of global routing.
While merging all routing layers has proven to be effec-
tive for routability prediction of 2D ICs, this simplifica-
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Figure 7: Simplifications of the routing graph for 3D ICs. In
addition to the simplification shown in Fig. 6b, an intermedi-
ate level of simplification (b) is necessary. Simplification level
(c) is only of limited use for 3D ICs due to its omission of
thermal and inter-tier vias.

tion is not applicable to 3D ICs due to the omission of
inter-tier vias. These vias must be included during 3D
routability prediction because of their impact on routing
(blockages, electrical properties, etc.). Therefore, rout-
ing layers of different tiers have to be treated separately.
This requires a new intermediate level of simplification
when combining routing layers (Fig. 7). In a first step
(from (a) to (b)), only layers of the same tier are com-
bined. Only if a further simplification is necessary, lay-
ers of different tiers are merged (from (b) to (c)). In this
case, however, characteristics of thermal and inter-tier
vias are omitted and the routability prediction is only of
limited use.
After reviewing the problem of modeling routing re-
sources for 3D designs, the process of routability pre-
diction is discussed next. Here, the adaptation of 2D
methods, such as global routing and other, often faster
methods, is required.
The problem of adapting global routing to the third di-
mension, i.e., global routing algorithms that find rout-
ing paths in several interconnect layers while consider-
ing vias, has been solved for some years. Various multi-
layer global routers are applicable to 3D circuits if verti-
cal/via routing capacities within tiers and between tiers
can be specified independently. This differentiation is
necessary in order to respect the different properties of
inter-tier vias and conventional signal vias.
However, the challenges of 3D routability prediction
without performing global routing have not been solved
yet. These fast methods of routability prediction are
based on simple estimations (“guessing”) of routing
paths. To address this challenge, we introduce an ef-
fective model next. It extends routing density distri-
butions to three dimensions in order to adapt statistical
estimations of routing demand to the requirements of
3D interconnect topologies.
In the following, the 2D density ap-
proach presented in [10] (depicted in
Fig. 8a) is used as an example to illustrate our
method. The 2D-routing-density distribution originally
enables the prediction of routing demand, overflow,
congestion and thus, routability of a 2D circuit. How-
ever, for reasons mentioned earlier, this approach is not
sufficient to predict routability of 3D circuits. It must
be extended by vertical routing capacities and routing
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Figure 8: (a) Routing density distribution for a two pin net
in one layer and (b) extended three dimensional routing den-
sity distribution for a two pin net in four tiers. A darker color
indicates a higher expected density. All routing paths are as-
sumed to be of the same probability.

density distributions for each tier to render it viable for
3D ICs.
Our model to represent a 3D routing density distri-
bution is shown in Fig. 8b [5]. Depending on the
level of simplification, the layers of the wiring-density-
distribution either correspond to individual routing lay-
ers or to the combined layers of one tier. Constraints
such as blockages and varying densities of inter-tier
vias are considered by this model by means of a vary-
ing probability of routing paths. Using our 3D routing
density distribution model, it is possible to predict the
routing demand for 3D ICs and to estimate the rout-
ing densities in each layer (tier) as well as the expected
(vertical) inter-tier via density.

5 Routing
A net is a set of two or more cell pins that have the
same electrical potential in the final chip design. The
circuit netlist includes all of the nets in the design. Dur-
ing the routing stage, all terminals of the nets in the cir-
cuit netlist must be properly connected while respecting
constraints (e.g., design rules, routing resource capaci-
ties) and optimizing routing objectives (e.g., minimum
total wirelength, maximum timing slack).
As already mentioned, the main difference between reg-
ular (2D) and 3D routing is caused by the multi-tier po-
sition of net terminals that lead to net topologies which
span more than one tier (Fig. 9). This requires ex-
pensive inter-tier vias to be used in addition to regu-
lar signal vias which connect metal layers within one
tier. Furthermore, 3D routing must take additional con-
straints into account, such as blockages introduced by
thermal and inter-tier vias. These constraints require a
much more sophisticated congestions management and
blockage avoidance as is common for regular 2D rout-
ing. Additionally, the limited availability of inter-tier
vias requires a careful allocation of this valuable re-
source among nets. The increased impact of tempera-
ture on 3D designs must also be considered during rout-
ing. For example, it is known that the delay of a wire
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Figure 9: Example route for a net in a three-tier 3D design.

increases with its temperature. Hence, critical nets must
avoid the hottest regions of the chip.
Next, two routing approaches are discussed that con-
sider these 3D-specific constraints. Due to their promis-
ing results, they point to a new class of routers targeted
for 3D designs.
Cong and Zhang present in [3] a thermal-driven 3D
router using a multi-level routing approach composed
of a recursive coarsening, an initial routing, and a recur-
sive refinement process. Its major feature is a thermal-
driven via planning algorithm. Based on this global
view and capabilities of a multi-level planning scheme,
the via planning step effectively optimizes temperature
distribution and wirelength using direct planning of the
inter-tier vias instead of indirect planning through a
routing path search. This approach allows effectively
controlling the chip temperature. It should be noted that
any inter-tier via is also considered as a thermal via.
The approach adds dummy inter-tier vias when the sig-
nal inter-tier via number is not sufficient to bring down
the chip temperature to a required level.
An initial routing solution is built using a 3D minimum
spanning tree (MST) for each multi-pin net. Obsta-
cles, such as thermal via regions, are avoided by using
a simple maze routing algorithm. Then, the number of
dummy inter-tier vias to be inserted is estimated using
binary search. The upper bound of dummy inter-tier
via numbers that can be inserted into each device layer
is estimated by the amount of whitespace between the
blocks. During each refinement stage, the inter-tier vias
are refined first to minimize wirelength and tempera-
ture. This via-refinement process includes two steps,
inter-tier via number distribution and signal inter-tier
via assignment. These steps try to optimize temperature
and wirelength, respectively. After inter-tier via refine-
ment, wires are also adjusted according to the updated
via positions.
Experimental results suggest that the presented method-
ology is effective in using dummy inter-tier vias to keep
the chip temperature below a required level without ma-
jor increases in wirelength and runtime.
Another approach is presented in [12]. It tackles the
temperature-aware 3D routing problem not only by us-
ing thermal vias but also by introducing the concept of
thermal wires. Thermal wires are objects with the func-
tion of spreading thermal energy in the lateral direction.



Thermal vias perform the bulk of the conduction to the
heat sink, while thermal wires help distributing the heat
paths among multiple thermal vias.
Similar to the approach described above, an initial rout-
ing solution is generated using a 3D minimum spanning
tree (MST) for each net. Routing congestion for sub-
sequent two-pin decomposition is estimated over each
lateral routing edge utilizing a probabilistic congestion
prediction. This estimation is based on the assump-
tion that a two-pin net with pins in different tiers has
an equal probability of using any inter-tier via position
within its bounding box.
Afterwards, a recursive bipartitioning scheme is applied
to define the exact positions of the inter-tier vias. With
a known signal inter-tier via distribution, a temperature
analysis can be performed to obtain an initial tempera-
ture map. Moreover, once the inter-tier vias are fixed,
the task is reduced to a 2D routing problem in each tier
that can be solved by maze routing. Its cost function
contains an additional temperature term, so that the re-
sulting route will have an incentive to choose a low tem-
perature path. This strategy not only limits the tempera-
ture impact on the delay of signal nets, but also reduces
congestion in hot regions. This is beneficial since more
thermal vias may be inserted later into these regions to
reduce the chip temperature.
Finally, linear programming is used to insert thermal
vias and thermal wires based on a thermal analysis.
This process is performed iteratively; each time after
the insertion, a rip-up-and-reroute procedure resolves
the lateral routing congestion and overflow. This pro-
cess stops when there are no temperature and conges-
tion violations or no further improvement is possible.
Experimental results in [12] show that this temperature-
aware 3D routing can efficiently resolve the contentions
between placing thermal vias/wires and routing, gener-
ating a solution satisfying both congestion and temper-
ature requirements.

6 Summary

This paper summarizes state-of-the-art layout ap-
proaches in floorplanning, placement, routability pre-
diction and routing for 3D designs. While the complex-
ity arising from the added third dimension is an enor-
mous challenge, it is shown that new 3D-tailored design
methodologies are increasingly capable of addressing
this task.
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