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Abstract—Manufacturing methods for heterogeneous systems
allow for high-density integration of multiple semiconductor
devices in one system or package. Current design tools and
approaches do not incorporate the intensified heterogeneity of
3D systems sufficiently. They provide suboptimal design solutions
because the overall global solutions cannot be optimized. In this
paper, we present a co-design methodology to globally solve and
optimize the design problem and so to fully exploit the potential
of emerging technologies. We use a design example to show the
advantage and potential of a co-design methodology compared to
conventional top-down approaches. Our approach should guide
further research and tool development in this emerging field of
heterogeneous system design.

Index Terms—co-design, heterogeneous systems, physical de-
sign, convex optimization, EDA

I. INTRODUCTION

Today’s digitally dominated microelectronic systems are for

the most part custom-made, containing only few off-the-shelf

components such as input/output (I/O) cells or analog hard

intellectual property (IP). Even digital IP cores are usually

delivered as synthesizable soft blocks that can be adapted by

the designer to fit properly into the system. This freedom

enables designers to design competitive systems meeting the

most challenging requirements. However, design freedom also

stands for large and complex solution spaces that need to be

controlled by designers to find satisfying solutions.

Top-down design is a popular approach for design problems

with a high degree of customizable components (Fig. 1, left).

It starts with the specification and gradually increases the

level of detail, defining the sub-structure of the system. With

regard to physical design of microelectronic systems, top-down

approaches begin by defining the footprint of a module, i.e.

its sizes and external pin positions, before proceeding with

the “inner parts”. Information and data flow in one direction

from the top to the bottom of the design hierarchy not allowing

for bidirectional adaptions. While top-down approaches enable

best solutions within separate design domains (such as inte-

grated circuit (IC), micromechanical system (MEMS), printed

circuit board (PCB)), they do not allow for globally optimal

solutions across hierarchy boundaries (aka “design levels”).

With emerging three-dimensional (3D) technologies, which

enable the combination of, for example, various dies on an in-

terposer, the complexity of design problems is further growing.

At the same time, to justify the high investment costs that come

along with 3D technologies, it becomes increasingly important
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Fig. 1: Classical top down approach versus co-design. Co-

design provides unrestricted design freedom during all stages

of the design process, leading to better solutions for hierarchi-

cal design problems.

to fully exploit the potential revealed by novel technologies.

As pointed out before, top-down approaches neglect potentials

for design optimization – which is why new and more suitable

design approaches are required [1], [2], [3].

In this paper, we propose co-design as an alternative to top-

down approaches for the design of heterogeneous systems. In a

co-design process, sub-systems (e.g., die, interposer, PCB) are

not designed independently, but with the “neighboring” design

levels “in mind”. Thereby, design freedom is maintained

throughout the design process and globally optimal solutions

are enabled (Fig. 1, right).

We present an iterative co-design algorithm, which cycles

through the design domains and continuously refines domain-

specific design solutions using convex optimization. During

this process, each solution is temporary, and altered according

to future changes in connected (neighboring) design levels.

That is, the design freedom is not restricted prematurely and,

in fact, is preserved throughout the design process. In short,

our co-design methodology finds best solutions for hierarchical

design problems irrespective of early-stage design decisions.

As further pointed out in Section IV, it converges quickly,

finding good solutions in a short period of time.
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The contributions of this paper are:

• introduction of a co-design example to visualize the opti-

mization potential of top-down versus co-design method-

ologies,

• presentation of a co-design approach based on convex

optimization techniques that provides globally optimized

and non-overlapping designs, and

• evaluation of potential benefits of co-design compared to

conventional top-down design approaches.

II. PROBLEM FORMULATION

The essence of co-design is that optimizations at multiple

hierarchical levels need to be tuned towards the globally
optimal solution. To illustrate this problem, we define a

minimum (artificial) co-design problem as depicted in Fig. 2.

Our problem consists of four dies di that are mounted on an

interposer I . Each die contains four circuit blocks bi that are

interconnected with circuit blocks on the same die and using

pins pi also with circuit blocks on other dies. We assume the

space within the dies, which is not occupied by circuit blocks,

is filled up with standard cells.

The goal of our co-optimization is to find non-overlapping

positions for all dies di, circuit blocks bi, and pins pi that

globally minimize the wire length (WL). That is, during the

optimization of design levels, not only the current design level

itself, but also adjacent design levels need to be taken into

account. If all dies di, circuit blocks bi and pins pi are referred

to as entities ei, we can express the objective of our co-design

mathematically as follows:

min
∑

(i,j)∈Λ

‖ei − ej‖22 (1)

In Eq. 1, (i, j) refers to a link between entities i and j. The

term Λ refers to the set of links between entities and ‖ei−ej‖22
refers to the Euclidean norm, i.e. the distance between two

entities ei and ej in R2. We further define that a die must

not overlap another die. Circuit blocks (red) have to lie within

the dies and must not overlap each other. Package pins (black)

have fixed positions, die pins (yellow) can move freely along

their assigned edge.

Obviously, to find the optimal placement of blocks on a die,

the placement of dies on the interposer ought to be considered,

as the latter influences the external pin connections of each

die (which, in turn, influence the placement of the blocks on

the die). This “chicken-or-egg dilemma” is characteristic of

co-design problems. We show that using an appropriate opti-

mization methodology resolves this dilemma and enables to

find globally optimal design solutions. By solving this kind of

problem (related to NP-complete facility layout problems [4])

globally optimal, the benefits and optimization potential of co-

design can then be evaluated.

III. CO-DESIGN ALGORITHM USING CONVEX

OPTIMIZATION

The development of complex heterogeneous systems re-

quires designers from various engineering disciplines and
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Fig. 2: Illustration of our co-design problem depicting the

interposer, dies, circuit blocks and pins.

design tools from different vendors. Co-design should not

replace or unify established tools, but orchestrate their activ-

ities towards global objectives and across tool and company

boundaries. Having these demands in mind, we propose a two-

stage approach. The goal of the first stage is to optimize the

positions of external pins for each die. The goal of the second

stage is to optimize the inner parts of the dies. Since both

optimizations depend on each other, we alternate them until

a nearly optimal solution is obtained. The overall objective

is to minimize wire length across all hierarchy levels. The

advantage of separating the local optimization of dies and

the global optimization of external pins is that each die can

be optimized independently from other dies. This reduces

complexity and provides the opportunity to use whichever

optimization method is appropriate for a specific module –

an important property to master heterogeneity.

Our algorithm begins with an initial placement which can,

for example, be generated using a conventional top-down

approach, followed by the described optimization stages. An

overview of our algorithm is depicted in Fig. 3. We use convex

optimization techniques to perform the optimizations during

each iteration. An important property of convex problems is

that any local minimum is also a global minimum. Moreover,

convex optimization problems can be solved very efficiently.

Problems with hundreds of variables and thousands of con-

straints can be solved on current desktop computers in a matter

of seconds [5].

In the remainder of this section, we discuss the convex

optimization technique and constraints utilized during co-

design in more detail.

A. Objective Function

We describe our above discussed problem as an undirected

graph with N nodes. With each node we associate a variable

xi ∈ R2. Depending on the current stage of the optimization

(Fig. 3), the variables represent pin positions or circuit block

positions.
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Fig. 3: Overview of the proposed co-design algorithm. Stage 1

and Stage 2 represent the main steps of the optimization.

In Eq. 2, the optimization problem is defined as follows:

min
∑

(i,j)∈Λ

wijfij(xi, xj) (2)

The function fij calculates the cost, i.e. a measure of

the wire length, of the link between nodes i and j. The

term wij assigns weights to all links between nodes i and

j (wij ≥ 0). Given the functions fij are convex, this is a

convex optimization problem [5].

We use the Euclidean norm to calculate the cost of a link

(i, j) resulting in a nonlinear placement or (more precisely)

in a quadratic placement problem:

fij(xi, xj) = ‖xi − xj‖22 (3)

Since Eq. 3 is an increasing and convex function, the

optimization problem Eq. 2 is convex.

B. Additional Placement Constraints

During optimization of external pins (Stage 1), additional

constraints restrict the pins to lie on the edges of respective

dies. During optimization of dies (Stage 2), further constraints

prevent overlapping of components.

1) Constraints for Pin Placement: Since as per definition

pins are attached to the border of a die, pins which are assigned

to the same die cannot move independently from each other. To

reflect this behavior within our optimization and to constrain

the relative position of one pin with respect to other pins

of the same die, we define additional equality and inequality

constraints.

Figure 4 shows a die with four pins (or nodes) pi assigned

to the edges of the die. In this example, the variable xi0 refers

to the x-coordinate of node i and the variable xi1 refers to

the y-coordinate of node i. The entirety of variables of the

example can be represented by a vector x as Eq. 4:

x =
(
x00 x10 x20 x30 x01 x11 x21 x31

)ᵀ
(4)

p1

p2

p3

p0 dw

dh

0
0
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y

Fig. 4: Pin position constraints of a die with four constraints.

The equality constraints Eq. 5 and Eq. 6 constrain the

distance between pins p0 and p2 in horizontal as well as p1
and p3 in vertical direction. dw refers to the width and dh to

the height of the die which contains the pins as follows:

x20 = x00 + dw (5)

x11 = x31 + dh (6)

Equality constraints Eq. 5 and Eq. 6 in standard form can

be rewritten in matrix notation as Ax = b with

A =

(−1 0 1 0 0 0 0 0
0 0 0 0 0 1 0 −1

)

and

b =

([
dw
dh

])
.

In this notation, A represents the coefficients of the con-

straints and b the values on the right hand side of the equations.

Further constraints are required to restrict the dies to lie

within intervals that correspond to the die width dw and

height dh. Equations 7 restrict nodes 1 and 3 to lie within

the interval that is restricted by the left and right border of the

die. Accordingly, Eqs. 8 restrict nodes 0 and 2 to lie within

the interval restricted by the upper and lower bound of the die

as follows:

x10 ≥ x00

x10 ≤ x00 + dw

x30 ≥ x00

x30 ≤ x00 + dw

(7)

x01 ≤ x31 + dh

x01 ≥ x31

x21 ≤ x31 + dh

x21 ≥ x31

(8)



The inequality equations can be expressed in standard form

and rewritten in matrix notation as Gx � h with

G =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

1 −1 0 0 0 0 0 0
−1 1 0 0 0 0 0 0
1 0 0 −1 0 0 0 0
−1 0 0 1 0 0 0 0
0 0 0 0 1 0 0 −1
0 0 0 0 −1 0 0 1
0 0 0 0 0 0 1 −1
0 0 0 0 0 0 −1 1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

and

h =
(
0 dw 0 dw dh 0 dh 0

)ᵀ
.

The matrix G represents the coefficients of the inequality

constraint equations and the vector h the right hand side of

the equations. The notation Gx � h denotes componentwise

vector inequality, i.e. every entry of the vector Gx is less than

or equal to the corresponding entry of the vector h.

2) Non-overlap constraints: If (xi0, xi1), (xj0, xj1), wi, hi,
wj and hj are the coordinates, widths and heights of two

rectangular circuit blocks, the non-overlap constraints for each

pair can be expressed as Eq. 9 for the separation in x-direction

and Eq. 10 for separation in y-direction as follows:

1

2
(wi + wj)− |xi0 − xj0| ≤ 0 (9)

1

2
(hi + hj)− |xi1 − xj1| ≤ 0 (10)

To prevent blocks i and j from overlapping at least one of

the constraints Eq. 9 or Eq. 10 must be fulfilled. However, the

constraints evaluate absolute values |xi0−xj0| and |xi1−xj1|
and, thus, are non-linear and non-convex. Eliminating the sym-

bols of absolute values results in two disjunctive constraints,

i.e. the problem becomes unresolvable.

A possible solution is to define a set of constraints that

already reflect relative position of blocks. This allows to

eliminate the symbols of absolute values at the cost of loss of

generality. In order to find a reasonable set of non-overlapping

constraints, we introduce a preliminary optimization step.

During this step, we omit all non-overlapping constraints,

which results in a placement that contains overlaps, but allows

to deduce appropriate relative positions of blocks. For the

actual optimization, we convert relative positions obtained

from the pre-processing step into non-overlapping constraints.

Subsequently, we run the optimization again, but this time

considering non-overlapping constraints. The outcome is the

optimal non-overlapping placement based on the relative posi-

tions determined during pre-processing. Six relative positions

to fully describe the placement of blocks in the example of

Fig. 5 are:

• block 0 is on the left of block 3

• block 0 is on the left of block 2

• block 1 is on the left of block 3

0
0

x

y

b1 b2

b3b0

hb1

wb1

Fig. 5: Visualization of block position constraints of four

blocks placed on a die.

• block 1 is on the left of block 2

• block 0 is below block 1

• block 3 is below block 2

Based on these predefined relative positions, we define

linear and convex non-overlapping constraints listed in Eq. 11

and consider them during the convex optimization of block

positions.

x00 +
1

2
wb0 ≤ x30 − 1

2
wb3

x00 +
1

2
wb0 ≤ x20 − 1

2
wb2

x10 +
1

2
wb1 ≤ x30 − 1

2
wb3

x10 +
1

2
wb1 ≤ x20 − 1

2
wb2

x01 +
1

2
hb0 ≤ x11 − 1

2
hb1

x31 +
1

2
hb3 ≤ x21 − 1

2
hb2

(11)

The inequalities listed in Eq. 11 can be expressed in matrix

notation as:

G =

⎛
⎜⎜⎜⎜⎜⎜⎝

1 0 0 −1 0 0 0 0
1 0 −1 0 0 0 0 0
0 1 0 −1 0 0 0 0
0 1 −1 0 0 0 0 0
0 0 0 0 1 −1 0 0
0 0 0 0 0 0 −1 1

⎞
⎟⎟⎟⎟⎟⎟⎠

and

h =

⎛
⎜⎜⎜⎜⎜⎜⎝

− 1
2 (wb3 + wb0)

− 1
2 (wb2 + wb0)

− 1
2 (wb3 + wb1)

− 1
2 (wb2 + wb1)

− 1
2 (hb1 + hb0)

− 1
2 (hb2 + hb3)

⎞
⎟⎟⎟⎟⎟⎟⎠

.



C. Convex Optimization Solver

To solve Eq. 3 subject to the constraints described in

Subsection III-B, we convert the problem into the standard

form as shown in Eq. 12:

min
1

2
xᵀPx+ qᵀx

s.t. Ax = b,

Gx � h

(12)

All inequalities, links and positions of fixed pins are col-

lapsed into matrices P, q, A, b,G and h and as such can

be solved using the solver for quadratic programs provided

by [6]. The matrices containing the constraint coefficients A,G
as well as the vectors b, h are generated as pointed out in

Subsection III-B.

IV. EXPERIMENTAL RESULTS

The goal of our experimental analysis was to find out to

what extent co-design outperforms a straightforward top-down

approach, using the example of global wire length (WL). For

the experiments we applied physical dimensions for the dies,

package and blocks as specified in Table I. The parameters

die spacing and block spacing refer to the space that separates

adjacent blocks and dies.

TABLE I: Physical Dimensions of Components

x [mm] y [mm]

package size 65 65

die size 24 24

block size 6 6

die spacing 1 1

block spacing 0.5 0.5

A. Results Using a Top-down Approach

We implemented a top-down approach consisting of three

steps (Fig. 6). The goal of the first step is to find optimal

positions for all dies on the interposer. Then, once the die

positions are known, each pin is placed at an appropriate pin

position. Lastly, once the positions of external pins are known,

the circuit blocks within the dies are placed.

Figure 7 shows the placement that results when the top-

down approach is applied to the design example described in

Section II. After die placement, the the red pins are located

as close as possible to the package pins in order to minimize

WL. Finally, given the positions of the red pins, the blocks

are placed optimally within the dies. In our example, using a

top-down approach, the quadratic global WL is 5516mm2.

B. Results Using Co-design

We used the top-down placement in Fig. 7 as initial place-

ment for the co-design flow according to Fig. 3. After five

iterations, the total squared WL was reduced to 4676.68mm2,

which equals a reduction of 15% compared to the top-down

Die placement

Pin placement

Block placement

Fig. 6: Proposed top-down flow.

Fig. 7: Top-down placement. The red pins are placed in the

die corners to minimize package-level wire length.

placement. Figure 8 shows the initial placement and the

placement after one, two and five iterations. Comparing the

initial placement in Fig. 8a with the others, we observe that

the positions of red pins have changed. As a result, the inter-

die wire length (blue triangles) has increased. However, the

placement of blocks within the dies benefits from the changed

pin positions, resulting in a reduction of the total wire length.

That is, our algorithm sacrificed the optimality of (local)

interposer-level routing to achieve a shorter global WL.

V. CONCLUSION

In this paper, we introduced a minimum (artificial) design

example in order to show that a co-design methodology

achieves better results than a conventional top-down approach.

We could significantly reduce the global wire length in hier-

archical system compositions in our example.

We presented an algorithm that effectively solves co-design

problems that arise if multiple components are designed in

parallel. Our algorithm results in a wire-length reduction of

15% compared to a layout generated via a rather conven-

tional top-down approach. It enables the globally-optimized



(a) Initial placement. (b) After one iteration. (-14.63%)

(c) After 2 iterations. (-15.22%) (d) After 5 iterations. (-15.22%)

Fig. 8: Initial placement and placements after 1, 2 and 5

iterations. The numbers in parentheses indicate the reduction

in wire length compared to the initial placement after each

number of iterations.

placement of pins, circuit blocks and dies across multiple

hierarchical levels and provides opportunities to incorporate

various additional constraints. Each step of the algorithm can

also be accomplished by external design tools and algorithms.

The output of external tools can easily be fed back and

considered by our iterative co-design methodology. The ap-

proach is based on convex optimization techniques and can be

extended to efficiently solve larger problems with hundreds of

variables (Fig. 10).

Our example showed the advantages and potential of a

co-design methodology compared to conventional (top-down)

approaches that do not take “neighboring” design levels into

account. Our presented methodology should guide further

research and tool development in the emerging field of het-

erogeneous systems design.
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Fig. 9: Improvement over the initial top-down placement after

1 to 5 iterations. While the inter-die wire length increases, the

total wire length (including inter- and intra-die connections)

decreases.

Fig. 10: Placement results with 12 dies and 16 circuits blocks

on each die. The resulting optimization problem consists of

492 optimization variables and about 500 constraints. This

solution was reached on a Intel(R) Xeon(R) CPU @ 3.00GHz

after five iterations in about 10 seconds.
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