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Abstract

Three-dimensional (3D) chip integration ("More than Moore") is a promising alternative to traditional transistor scaling
("More Moore"). However, its industrial application is notably restricted by numerous design challenges, amplified by a
lack of physical design tools. In order to exploit the advantages of 3D integration, layout designers and tool developers
need to be fully aware of these challenges. We first investigate the variety of 3D architecture options and show that
interposer-based systems are the most cost-effective candidate for heterogeneous chip design at present. Next, we review
the system-level physical design challenges of interposer-based 3D ICs and outline possible solutions. Focusing on
placement challenges, we propose a novel algorithm for optimal die placement on the interposer.

1 Introduction

Three-dimensional integrated circuits (3D ICs) are a
promising option to overcome the manufacturing limits of
transistor scaling [1] and to meet future chip performance,
functionality and power consumption requirements [2–7].
In contrast to classical ICs, where all gates are located on
one horizontal layer, gates in 3D ICs are separated between
several vertically stacked dies (Fig. 1). Dense packaging
of gates in three dimensions along with short vertical inter-
connects enable shorter total wirelengths and smaller foot-
print areas for such systems. These, in turn, improve per-
formance and reduce power consumption.
The commercial application of 3D ICs, however, has

fallen short of expectations. While a significant applica-
bility growth of 3D ICs has been anticipated in the last
few years, only a few products1 are commercially avail-
able at this time [8, 9]. One of the reasons are the higher
manufacturing costs over 2D solutions due to the addi-
tional works involved, such as TSV manufacturing, back-
side metallization, stacking, bonding, and testing. The high
capital outlay coupled with moderate performance bene-
fits is another deterrent—not to mention the slow pick-
up of 3D systems in industry due to design challenges.
Expanding into the third dimension makes design tasks
more complex as it affects not only the system architec-
ture but all physical design stages.
Hence, different design constraints need to be optimized

and multiple 3D design goals achieved. Classical design
tasks, like floorplanning, placement, routing, etc., must be
upgraded; and several novel, 3D-specific challenges ad-
dressed to ensure a smooth design flow, ultimately, leading
to sound practical 3D systems. Among these challenges
are TSV planning [10], die arrangements on the interposer,
and advanced thermal management [11, 12].

1AMD’s Fury GPU [8] and the Virtex-7 FPGA from Xilinx [9]—both
interposer-based 3D systems—are examples of such products.

Figure 1 Different 3D technologies arranged according
to manufacturing costs and expected performance bene-
fits. The orange arrow indicates the expected commercial
market entry.

In this paper, we compare various 3D design op-
tions with the purpose of identifying the most promis-
ing approach for a cost-efficient commercial application:
interposer-based 3D circuits. Then we investigate the
challenges facing the design community posed by these
integrated circuits. We also outline solutions to some
of these challenges, notably the optimal die placement
on an interposer.
Our contributions in this paper can be summarized

as follows:

1. We investigate the variety of available 3D stacking
technologies and show that interposer-based systems
are one of the most economically viable candidates
for next-generation 3D chip design.

2. We outline the physical design challenges for
interposer-based 3D ICs, formulate the major opti-
mization objectives and elaborate on innovate ways
of addressing these challenges.
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Figure 2 Variants of interposer-based 3D ICs: (top)
one-sided mounting of dies (2.5D integration); (bottom)
double-sided placement (3D integration).

3. We propose an optimal approach to solve one of the
major challenges posed by these systems—that is, the
optimization of die placement on the interposer.

4. We prognosticate advanced design challenges that
should be investigated by the EDA community in or-
der to support the industrial application of interposer-
based 3D systems.

2 Survey of 3D design alternatives

3D technologies can be classified according to inte-
gration level: package-level (e.g., package-on-package),
wafer-level (e.g., wafer-level chip-scale package) and
silicon-level (e.g., 2.5D and true 3D ICs). In this work,
we will skip package- and wafer-level 3D technologies as
they have been quite exhaustively investigated and widely
applied in current chip production.
Silicon-level 3D integration, however, is still lagging in

its commercial application. It can be divided into three
design variants: (i) interposer-based 2.5D and 3D ICs, (ii)
stacked 3D ICs and (iii) monolithic 3D ICs (see Fig. 1).
The last two are often referred to as true 3D ICs [13].
Interposer-based 3D IC is a configuration where dies

are mounted one-sided or double-sided on a thin silicon
carrier, the so-called interposer (Fig. 2). Metallization lay-
ers on both interposer surfaces and through-silicon vias
(TSVs) between them enable interconnectivity between
dies and to the package. Dies are attached to the inter-
poser using μ-bumps (~10 μm in diameter) instead of the
flip-chip bumps (~100 μm in diameter) used in package-
level integration, affording high interconnection and inte-
gration densities. Thus, interposer-based systems signif-
icantly boost performance while offering better heat dis-
sipation than true 3D ICs (stacked and monolithic 3D
ICs) [14]. In contrast to true 3D ICs, TSVs are restricted to
the interposer (i.e., the dies have no TSVs). This means ex-
isting die designs can be used, rendering the interposer the
most promising integration platform for heterogeneous de-
sign [15]. There are yield advantages, as well, as it is more
profitable to manufacture and test several separate dies as
opposed to a single large 2D chip [4, 6].
Despite having been first developed as a bridge technol-

ogy to true 3D ICs, interposer-based integration has ma-
tured to become a cost-efficient 3D option with further
growth expected over the next few years (Sec. 3 investi-
gates the reasons for this). However, the lack of physical

design tools has blocked this technology from going main-
stream (Sec. 4 discusses the major challenges) [4, 16, 17].
Stacked 3D ICs refer to an integration option where sev-

eral dies are placed on top of each other. Each chip here is
manufactured separately (including logic and metallization
layers) followed by stacking together and bonding (Fig. 3–
top). While redistribution layers (RDLs) enable intra-die
connections, dies employ TSVs to allow vertical commu-
nication. Depending on the bonding technology, TSVs can
either be inserted into the wafers before bonding or im-
plemented in the stack after bonding.
Stacked 3D ICs offer higher integration levels and

shorter wirelengths compared to interposer systems, but
have worse heat dissipation and, hence, require advanced
stack-level thermal management. Die designs for this type
of integration should be developed exclusively for each
specific system due to, among other things, the required
co-design of interconnect pads, TSV and deadspace ar-
rangements in active and metal layers, and mechanical
stress management (keep-out zones). Pre-manufactured
chip designs are therefore unsuited for use in this context.
That said, heterogeneous integration is supported for some
bonding scenarios, and allows the use of dies manufactured
with different technological processes and materials.
In addition to the aforementioned thermal management

issues, several other aspects should be addressed in or-
der to facilitate the commercial application of stacked 3D
ICs. First, new technological-oriented constraints, such as
the handling of thermomechanical stress induced by TSVs
in active layers, must be considered during physical de-
sign [18]. Second, novel system-level and physical de-
sign challenges need to be solved. For instance, the ini-
tial choice of the die count and bonding option as well
as cell-level partitioning between dies significantly impacts
the complexity, functionality and manufacturability of the
final system. We would like to point out that existing
2D-oriented tools for classical design steps such as floor-
planning, placement, routing and timing analysis are in-
adequate when it comes to stacked 3D ICs; hence, they
need to be significantly upgraded or completely different
approaches need to be adopted. Additionally, some novel
challenges arise from the use of TSVs: their locations and
configurations should be planned at the die and stack lev-
els [10]. While many academic studies, such as [6, 7, 12],
tackle these design challenges, the commercial acceptance
of stacked 3D IC is still low.

Figure 3 Variants of so-called true 3D ICs: (top) stacked
3D IC; (bottom) monolithic 3D IC.
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Monolithic 3D ICs offer the highest transistor and inter-
connect density of all silicon 3D integration styles. Rather
than stacking dies, monolithic 3D ICs encompass a sin-
gle silicon layer which is further sequentially covered with
active and metal layers using conventional manufacturing
processes (Fig. 3–bottom). Vertical interconnects take the
form of monolithic inter-tier vias (MIVs) in the nanome-
ter scale (the TSVs mentioned earlier are on the order of
micrometers) [19]. Together with very tightly stacked lay-
ers, this favors a very dense integration. Monolithic 3D
ICs are beset by yield issues and heterogeneous integra-
tion is not an option with them because the entire IC is
produced in a single fab process.
Since monolithic 3D integration is a relatively young

technology and is still under development, several techno-
logical issues must be solved prior to its launch in the mar-
ketplace. While conceptually similar to stacked 3D ICs,
monolithic integration is the outcome of drastically differ-
ent manufacturing processes and has, as well, vastly dif-
ferent parameters, such as via arrangements, thermal man-
agement, and routing resources. Thus, (physical) design is-
sues require more focused attention and algorithms need to
be modified: (i) thermal properties remain an urgent prob-
lem but differ from those of stacked 3D ICs due to differ-
ent via sizes and altered inter-layer thermal conductivity;
(ii) routing is more complex due to tight placement and
increased congestion; (iii) floorplanning and placement re-
quire the consideration of the various active layers and their
interdependencies. Conventional 2D tools can however be
adapted for classical challenges like placement and rout-
ing within one active layer [20, 21]. The accepted view
is that monolithic 3D ICs will not become commercially
available for several years to come.

3 Advantages of interposer-based

2.5/3D ICs

Next, we examine multiple manufacturing and design
aspects which are crucial for the commercial applica-
bility of 3D technologies: integration density (perfor-
mance), costs, thermal properties, yield and reuse of ex-
isting designs.
Interposer-based systems have the lowest integration

density among the previously discussed 3D options; ob-
viously, true 3D ICs allow more compact cell packing and,
thus, better performance. However, the performance gap
between interposer-based and stacked 3D ICs is relatively
moderate [14]. The performance benefits of true 3D over
interposer-based ICs have not emerged—even with short
vertical interconnects, true 3D ICs require significant re-
sources in active and routing layers for vias. This may
compromise any performance gain, make routing more
complex and affect manufacturing costs. On the other
hand, interposer integration does not require TSVs in ac-
tive layers and offers high interconnect density and ad-
ditional routing resources2.

2The performance difference between interposer and true 3D ICs de-
pends on system complexity, specification and especially on the imple-
mentation (number of dies, kind of system—CPUs, sensors, memory,
etc.) and cannot be determined by abstracting from the particular system.

There are two basic cost factors that define the practi-
cability of the particular 3D technology: (i) actual manu-
facturing costs (including wafer, TSV formation, bonding
costs, etc.) and (ii) R&D expenditure (design tools, devel-
opment time, fab line modification, etc.).
As for manufacturing costs, both interposer and

stacked 3D ICs are considered as cost-effective
solutions [3, 14, 22], but it is not clear which one is the
most economical. Interposer wafer and TSV implemen-
tation generate extra costs in the case of interposer-based
ICs [14]3. Conversely, stacked 3D ICs have TSVs in
logic layers, thus, the total TSV count and die areas (both
directly impact manufacturing costs) are higher than for
an interposer architecture. TSVs in active layers also
decrease die yield due to possible defects during their pro-
duction [22]. Moreover, there are hidden yield losses for
stacked 3D ICs due to additional technological steps such
as back-side metallization, die thinning, bonding and de-
bonding between a supporting wafer and active dies [23].
Monolithic ICs have higher manufacturing costs due

to their sequential fabrication process on a single semi-
conductor wafer. Testing of each separate layer is be-
coming more complex. There are also yield disadvan-
tages because of the increased number of processing steps
and the fact that possible defects in any layer will ren-
der the entire IC useless.
Interposer-based ICs have the lowest barrier to entry

in the industry for R&D costs: the fabrication process is
well understood; sufficiently diverse prefabricated chip de-
signs are available; and thermomechanical management
does not require increased attention (in contrast to true
3D ICs). As a consequence, there are several commer-
cial examples available on the market [8, 9]. Interposer-
based 3D systems are designed nowadays using conven-
tional 2D tools [9, 15], as well as some degree of manual
input [4, 16]. True 3D integration requires more R&D:
some process steps still need (better) design solutions, like
thin wafer handling, thermal management, and test; design
tools for planning, implementation and verification must
be improved and upgraded, as well.
Combining manufacturing and R&D costs, we can con-

clude that interposer-based systems are more affordable
and cost-preferable than the other 3D stacking options
presented above.
Interposer-based 3D ICs are the absolute favorite among

all stacking scenarios in terms of their thermal properties.
While true 3D systems are known for their demanding
thermal management requirements due to their very high
power density and problematic heat transfer from deep-
covered active layers [24, 25], the interposer keeps ther-
mal properties at a level similar to that of 2D ICs [14].
The interposer concept grants power-critical dies, such as
CPUs, DSPs and other high-loaded computational logic,
easier access to a heat sink, as the sink can be mounted
directly on the die surfaces. A conventional passive in-
terposer can itself serve as a supplementary heat spreader,

3Please note that there is a conceptual mistake in reference [14]—the
authors increase the area of the active dies to cater for TSVs in 2.5D
integration in their cost models, however, TSVs are implemented only
in the interposer. The argument that interposers give rise to additional
manufacturing costs is correct.
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thus supporting better heat transfer. Moreover, integrated
cooling solutions, such as embedded fluidic microchan-
nels, are much easier implemented into a passive silicon
carrier than into active dies [26].
Besides better heat transfer, yields are higher with

interposer-based systems than with other alternatives. As
there are no TSVs in the active dies, designs can be
tested and verified, thus boosting the yield and eliminat-
ing risks associated with TSV-induced defects in logic
dies. Interposer-based solutions have no yield disadvan-
tages due to bonding, die thinning, and back-side metal-
lization as against stacked 3D ICs. As partially explained
in the paragraph about costs, monolithic designs deliver the
lowest yield since the entire manufacturing process takes
place on a single silicon substrate. A defect occurring in a
late process step, while growing a new layer, for exam-
ple, would completely destroy the IC.
Existing dies and designs can be reused only with the

interposer approach. This apparently improves yield and
cuts R&D costs; development times are shorter; existing
dies from different vendors can be integrated in the IC; and
off-the-shelf and newly designed dies can be combined into
one system. We will discuss in depth the reuse of existing
dies and heterogeneous designs in Sec. 3.1.
Hence, interposer designs promise a range of benefits: a

high level of integration, shorter wirelengths and improved
performance, matching true 3D ICs; they also offer several
further advantages, such as higher yield, more routing ca-
pabilities, the reuse of existing dies, better heat dissipation,
and lower production efforts. All in all, interposer-based
3D ICs are the most promising option for large-scale 3D
integration and will most likely become the favorite 2.5/3D
integration solution for the next-generation of chip design.

3.1 Heterogeneous integration

An important feature of interposer design is that it sup-
ports heterogeneous integration (Fig. 4): this refers to the
integration of separately manufactured components, such
as bio/imaging/environmental sensors, MEMS, RF and op-
tical transducers, processors and memory dies. One of the
major driving forces behind heterogeneous integration is
IoT, which requires multifunctional, compact devices with
high performance and low energy consumption. The IoT
concept may require up to ten chips to be integrated into
one assembly. Note that these chips are in many cases pro-
vided by different vendors (often IP protected) and pro-
duced with different technologies.
Integrating dies produced with different technologies

and materials is not the only purpose of heterogeneous in-
tegration: dies fabricated with conventional semiconductor
manufacturing processes under different technology nodes
should also be capable of integration. All modules do
not have to be fabricated with advanced technology nodes:
only performance-critical parts need to be produced with
costly and effortful advanced nodes (7–10nm); other parts
can be produced with proved conventional nodes (>45nm),
profiting from lower costs and higher yields.
Summarizing, interposer-based 3D ICs (i) are consid-

ered an efficient integrator for heterogeneous designs, and
(ii) they will typically carry up to 10 dies according to
the IoT paradigm.

Figure 4 The interposer architecture supports heteroge-
neous integration: dies produced with different technolo-
gies and base materials can be integrated into one system.

3.2 Interposer system implementations

The interposer concept is for a versatile chip integra-
tor that encompasses a range of system designs; they can
be categorized as follows:

• Carrier material: silicon, glass [27] or organic sub-
strates [28].

• Interconnect technology: electrical (TSVs), opti-
cal [29] or optofluidical [30].

• Type of interposer: fully passive, with active
components, or with embedded structures such as
microfluidic channels [26] and optical transmit-
ters/receivers [31].

• Mounting technique: one/double-sided placement
(see Fig. 2), distributed high/low-power die alloca-
tion [32].

• Chip design: integration of prefabricated heteroge-
neous dies (e.g., AMD Fury [8]) or partitioning of a
homogeneous die into several smaller dies (e.g., Xil-
inx Virtex-7 [9]).

4 Physical design challenges and so-

lutions for interposer-based ICs

The physical design of interposer-based 3D ICs oc-
curs on two conceptually different levels: (i) the die-level
and (ii) the interposer-level. Usually, each level is de-
signed independently: dies are designed and manufac-
tured separately and then mounted on a silicon interposer.
While die-level design challenges (classical 2D architec-
ture) can be solved using conventional EDA tools, the
physical design on the interposer-level involves addressing
novel, technology-related challenges, such as die place-
ment on the interposer, interposer routability estimation,
pin and TSV assignment, and system-level thermal man-
agement. Designing interposer-based ICs currently re-
quire some notable manual intervention for these chal-
lenges. This motivates our investigation towards promis-
ing and effective solutions.
In the following, we will discuss major interposer-level

challenges and their solutions, neglecting die-level design
issues, as they have been exhaustively investigated and can
be solved using available CAD tools.
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4.1 Die placement on an interposer

When integrating several dies on an interposer, the die
arrangement should be optimized to shorten system-level
interconnects. Excessively long wires on the interposer
significantly increase interconnect length and power con-
sumption, and they reduce bandwidth. Die placement may
also impact interposer routability and thermal properties.
The peculiarity of interposer placement is that a small

number of rotatable chips with many external pins should
be placed on the interposer with the shortest interconnect
length (in contrast to gate placement: many small stan-
dard cells with few pins). This challenge resembles classi-
cal floorplanning. The difference is that floorplanning of-
ten deals with “soft” blocks and optimizes the area/shape
of the resulting layout, as well, while in interposer place-
ment, dies and interposer are mostly pre-designed and/or
have fixed sizes/shapes.

4.1.1 Prior art of interposer placement

Current research into interposer placement is typically
focused on randomized algorithms such as simulated an-
nealing [33, 34], often supporting flexible pin assign-
ment [33–35]. Liu et al. in [35] run an enumerative search
to obtain block positions before calling a pin assignment
routine. Despite the fact that the authors develop various
heuristics for efficient computation, their approach does
not scale well for more than eight dies (six for optimal
placement). Mao et al. in [36] propose an algorithm for
placing FPGA modules/dies on the interposer based on a
B*-tree representation and force-directed placement.
As for optimal die placement, the related challenge of

optimal floorplanning has been addressed in [37] and [38].
However, these studies were either limited to six mod-
ules [37] or the rotation of modules was neglected [38],
thus not assuring minimal interconnect length.

4.1.2 Optimal die placement

As interposers typically accommodate only a few dies
(recall Sec. 3.1), their optimal arrangement is accessible.
The problem of optimally placing dies on the interposer
is NP-hard 4. This means that with increasing die count,
the solution space for this problem will grow dramatically
(also referred to as combinatorial explosion). Since exist-
ing approaches can find an optimal placement only for in-
stances with up to six dies due to NP-hardness, we propose
a placement framework to scale up this limit.
Two basic components are required to place dies op-

timally on an interposer: (i) a mathematical represen-
tation of the layout, and (ii) an optimal solution-search
algorithm. We extended and upgraded the constraint-
satisfaction problem (CSP) formalism from [39] with die
rotations to handle the first component. Based upon this
layout encoding, we propose a highly efficient branch-and-
bound (B&B) method with several speed-up techniques to
search for an optimal placement. Key features of the lat-
ter are early identification and discarding of unpromising
configurations (this is crucial to evade the combinatorial
explosion). In practice, our proposed B&B algorithm can
dramatically reduce the search time over previous propos-

4NP-hardness can be derived from the rectangle packing problem [39]
by accounting for the interconnects between dies.

Figure 5 Two main components of the proposed place-
ment framework: (i) the constraint-satisfaction problem
formalism serves for layout representation, and (ii) the
search for an optimal placement is conducted using the
branch-and-bound method.

als and is capable of optimally placing up to eleven dies,
while state-of-the-art tools top off at six [35, 37].
Layout representation. To encode die placement as a

CSP, we define two properties: the orientation of each die
and topological relations between each pair of dies (Fig. 5–
left). The orientation for each die can take one of four val-
ues: north (0◦), west (90◦), south (180◦) and east (270◦).
The topological relation for each pair of dies has four pos-
sible cases: die1 is left of/right of/above/below die2. CSP
representations can be converted then into an actual place-
ment by constructing the horizontal and vertical constraint
graphs, and tracing their directed paths (see Fig. 5–left).
Placement approach. To address the combinatorial ex-

plosion, we resort to a branch-and-bound method. Dur-
ing the B&B, we incrementally construct placement by
adding dies one at a time to the search tree, as shown in
Fig. 5–right. After assigning a die, we sequentially select
the orientation of this die (orange nodes in Fig. 5–right)
and its topological relations to other dies (blue nodes in
Fig. 5–right). Thus, we form partial configurations (place-
ments with an incomplete number of dies, e.g., five out of
eight) that could be estimated and discarded if they are un-
promising, i.e., they cannot lead to optimal solutions. To
evaluate whether a partial configuration is promising, we
check the lower bound wirelength estimation of the par-
tial configuration against the wirelength of the current best
known solution. If the former is higher, then this partial
configuration cannot produce a better solution than the best
one found so far and can be discarded.
Speed-up techniques. The deficiencies mentioned

above and associated with state-of-the-art methods for op-
timally placing up to six dies [35, 37] may be overcame by
the B&B approach outlined earlier by adding several ac-
celerating techniques, such as: (i) an appropriate branch-
ing schedule [37, 38], where dies are added to the search
tree according to their impact; (ii) quickly finding an initial
good-quality solution; (iii) checking in advance whether
the assignment of a new node in the search tree will make
the partial configuration unpromising in future, namely for-
ward checking [39]; (iv) estimating how dies yet unas-
signed to the search engine will increase the wirelength;
and (v) dominance techniques to rule out some unpromis-
ing configurations which appear much worse than others.
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4.2 Interposer routing and routability

The interposer serves primarily as an interconnect plat-
form for system-level chip integration. Routing conges-
tion is likely to occur due to the high number of external
die connections and limited routing resources on the inter-
poser. The congestion, in turn, may cause the interposer
to be unroutable or increase the total wirelength due to the
detours required (likely with timing degradation). Hence,
interposer systems require an estimation of whether any
particular die placement is routable; a placement is then
adjusted based on this information.
When prefabricated dies with fixed pin positions are in-

tegrated, the routing of the passive interposer is not fun-
damentally different from the routing of individual dies
and can be done with conventional tools or algorithms5.
Thus, current research on interposer routing often tackles
various technology-specific aspects.
A global routing algorithm for systems-on-a-package

(SOPs) was examined in [41] and can be applied to in-
terposer systems for routing or routability estimation pur-
poses, as well. An IR-aware routing for the interposer and
redistribution layers (RDLs) of each die, along with si-
multaneous micro-bumps planning/signal assignment was
studied in [42]. The proposed approach defines a requi-
site number of micro-bumps for each chip, assigns them to
I/O buffers and routes the RDLs/interposer. The authors
of [43] suggest early estimation and minimization of re-
quired metal layers for interposer-based ICs. Their algo-
rithm is based on a routability estimation which then de-
rives the minimum number of metal layers.
In summary, a fast routability estimation algorithm for

the interposer should be part of the suite of placement tools.
This prevents, among others things, a placement approach
finding a global TWL optimum that subsequently turns out
to be unroutable or requires excessive detours.

4.3 Pin and TSV assignment

Dies may change their relative positions and orientations
during the placement procedure. This affects the total in-
terconnect length due to varying paths from I/O buffers
in logic layers to escape points on the interposer. To fa-
cilitate a somewhat optimized bump/TSV/pin assignment,
interposer placement algorithms often include pin assign-
ment as a post-placement routine.
For example, a network-flow algorithm is utilized in [35]

to establish the connections between I/O buffers and mi-
cro bumps. The authors of [34] use an integer linear pro-
gramming (ILP) formulation for the same purpose; bi-
partite matching is deployed in [33]. Alternatively, pin
assignment can be integrated into the design flow as a
pre-routing process. Fang et al. in [42] assign the I/O
buffers within dies to the placed bumps before starting
with RDLs/interposer routing. Their approach covers IR-
drop constraints, as well.
The related issue of TSV planning in the interposer has

been poorly addressed so far. Current studies that aim for
routing and TSV assignment often neglect TSV-placement
optimization. The authors of [35], for example, utilize a

5Note that the integration of large-scale, and complex, network-on-
chips using active interposer may require further research on routing [40].

uniformly pre-placed set of TSVs in the interposer. This
problem requires further research in order to (i) achieve
shorter total WL by signal-oriented planning of the TSVs;
(ii) improve thermal properties by inserting thermal TSVs;
and (iii) minimize electrical coupling and thermomechani-
cal stress (induced by TSVs) using proper simulation.

4.4 Planning optical interconnects

Along with electrical connections, modern interposer
designs may incorporate optical interconnect technologies,
serving as a fast system-level communication between
dies [44]. This optical infrastructure requires a variety
of photonics components, such as waveguides, couplers,
switchers, optical TSVs and various transceivers, to be in-
tegrated on the interposer. Hence, additional design ef-
fort is needed for the simultaneous placement and rout-
ing of optical and electrical elements.
Photonic structures are very different to conventional

electrical (metal) interconnects [45, 46]. Design ap-
proaches and optimization objectives for photonic struc-
tures consequently differ very greatly from common
place&route algorithms. E.g., the routing geometry of the
waveguide plays a greater role (requiring a low number
of crossings and bends), and both placement and routing
steps aim to minimize the total signal loss instead of short-
ening the waveguide length. Although these systems are
still manually designed, the process will have to be au-
tomated at some stage to meet the increasing level of in-
tegration of optical components. This therefore calls for
novel algorithms to automate the design of optical struc-
tures on the interposer.
Several studies have tackled the placement and routing

problems of photonics components [46–49]. The place-
ment of switching elements (aka routers) for 3D Networks-
on-Chip (NoCs) was investigated in [47]. The proposed
method uses nonlinear programming to minimize the sig-
nal loss. A scalable algorithm based on the force-directed
approach was proposed in [48] for the same purpose. Stud-
ies [46, 49] focus on the routing of waveguides, assum-
ing that all optical components have been placed; both
works aim to minimize the signal loss. While the former
optimizes on-chip optical interconnects using ILP formu-
lation, the latter deploys the rip-up-and-reroute algorithm
with several additional techniques for SOPs.
Although all proposed techniques may be used or may,

at least, serve as guideline approaches for interposer-based
systems, there still is a dearth of dedicated interposer tools.
The interposer specifics, such as double-sided waveguide
routing, the ability to build transceivers directly on the
carrier and the use of electrical TSVs for optical trans-
mission [29] should be taken into account when devel-
oping algorithms for optical design. Another key aspect,
which has been neglected in previous works, is the co-
optimization of electrical and optical elements based on
their high codependency.

4.5 Thermal management

Obviously, an interposer architecture provides generally
better heat transfer and more flexibility for thermal man-
agement than true 3D ICs. However, wrongly partitioned
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designs or inattentive placement of high-power dies can
create local hotspots. Hence, interposer designs require
strict thermal management in order to control thermome-
chanical stability and reliability constraints.
Although several thermal-aware floorplanning and

placement algorithms for 3D ICs have been published,
dedicated solutions for interposer systems are thin on the
ground. The first promising thermal models and thermal-
aware design methodologies are presented in [32, 50–52].
Most of them [32, 51, 52] employ an accurate, yet time-
consuming finite element method (FEM), only the au-
thors of [50] adopt a coarse thermal-network modelling ap-
proach for speed-up reasons. However, they are all stand-
alone, separately developed thermal models. To be use-
ful for interposer design, they need to be adapted and in-
tegrated into the early stages of the physical design flow,
such as floorplanning/partitioning or die placement.
To facilitate the integration of thermal management into

the design flow, interposer systems, additionally, need ap-
propriate data structures for their specific requirements.
Typical requirements are efficient and fast data transfer
from representations into actual geometry and into the ap-
plied thermal model; storing easily accessible information
about physical and mechanical stress properties; as well as
the consideration of thermal heat transfer characteristics.

5 Advanced challenges of

chip/interposer co-design

While the current design challenges of interposer-based
ICs can be partially addressed using conventional CAD
tools and methodologies (see Sec. 4), there are still sev-
eral advanced, system-level tasks requiring chip/interposer
co-design. This co-design combines both die-level and
interposer-level design challenges with the goal of a multi-
objective optimization of the entire 3D system.

5.1 Simultaneous chip-interposer design

The ultimate desire is a simultaneous design of dies and
interposer within the same flow, targeting the optimization
of key system parameters, like wirelength, timing, routabil-
ity, and thermomechanical stability. Only such a global ap-
proach can guarantee best possible matching between all
system parts concerning local (gate) and global (die) char-
acteristics, such as placement and thermal properties.
Excluding the case when all dies are pre-designed (and

only interposer-level design tasks remain), there are two
basic concepts of chip-interposer co-design: (i) when many
dies have been prefabricated and only one or a few more
dies have still to be designed, and (ii) when the en-
tire system has to be designed from scratch. The for-
mer concept calls for a classical design approach—where
die manufacturing is followed by die placement on the
interposer—with additional constraints resulting from the
prefabricated dies. The latter concept is more complex as
it requires different design tasks and constraints to be han-
dled simultaneously. Proper partitioning, finding the trade-
off for the die count, considering all technology-related
constraints, and a cost-related choice of an appropriate
technology node are the key considerations here.

Figure 6 Multi-objective optimization: simultaneous
placement, pin assignment, interposer routability estima-
tion, and thermal modeling.

First attempts to simultaneously design chip and in-
terposer have been published in [33–35], combining die
placement (interposer-level) and pin assignment (die-
level).

5.2 Multi-objective optimization

Physical simulations and additional optimization goals
need to be applied during the early stages of 3D physical
design. Ideally, thermomechanical simulations, pin assign-
ment, power domain clustering as well as routability es-
timation should be done during the (early) floorplanning
and placement stages of the design flow (Fig. 6). To do so,
fast and accurate models need to be developed and asso-
ciated with the design flow. Please refer to [10–12] for
nascent approaches towards this idea.

5.3 Double-sided interposer placement

As mentioned in Sec. 3.2, dies can be mounted not only
on the top side of the interposer (as is done in 2.5D ICs),
but they can be also placed on both sides, benefiting from
shorter interconnects and more effective area utilization.
As a general rule of thumb for this type of placement oper-
ation, dies are allocated to a particular side according to
their power consumption: high-power dies are arranged
on the top side, closer to the heat sink, while low-power
ones are placed on the bottom side.
The algorithms that consider both interposer sides dur-

ing placement optimization do not exist yet and need to be
developed. The framework proposed in Sec. 4.1.2 could
serve as a starting point for such placement optimization.

5.4 System-level data structures

Generally speaking, data structures are an abstract
model of a design problem. We need novel, system-level
data structures to model interposer-based ICs. They must
not only encompass layout characteristics, but also be able
to transform efficiently the representation into various sim-
ulation environments; they must also contain the physical
characteristics of the entire system, consider a multitude of
constraints and interact smoothly with design flows. An
overview of several data structures for 3D ICs, which in-
cludes candidate solutions for interposer-based systems,
has been presented in [53].
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6 Summary

To fully exploit the advantages of the extra dimension
in 3D integrated circuits, layout designers and tool devel-
opers need to be aware of the major design options and
challenges resulting from this new technology.
First, we introduced several criteria to evaluate the ad-

vantages and commercial applicability of different, cur-
rently available 3D technologies. Our review showed that
interposer-based systems are the most promising option
for today’s heterogeneous 3D integration: despite their
slightly lower integration level than other 3D technologies,
interposer-based systems offer higher yield, more routing
capabilities, the reuse of existing dies, better heat dissi-
pation, and lower production efforts.
Die placement on the interposer, pin and TSV as-

signment, interposer routing/routability estimation, and
system-level thermal management are some of the novel,
technology-related challenges that need to be addressed
today by physical design at the interposer-level. We pro-
posed an optimal placement algorithm to solve the par-
ticular challenge of die placement on the interposer. Our
layout representation as a constraint-satisfaction problem
(CSP) and optimization strategy of using a smart branch-
and-bound (B&B) method can be leveraged to other 3D
design challenges as well.
Finally, we outlined advanced, system-level design ini-

tiatives that pursue the goal of simultaneous die/interposer
co-design. These challenges should be further investigated
by the EDA community in order to support the commercial
application of interposer-based 3D systems.
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