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Abstract

The task of VLSI physical design is to produce the layout of an in-
tegrated circuit. New performance requirements are becoming increas-
ingly dominant in today’s sub-micron regimes requiring new physical
design algorithms. Genetic algorithms have been increasingly success-
ful when applied in VLSI physical design in the last 10 years. Genetic
algorithms for VLSI physical design are reviewed in general. In addi-
tion, a specific parallel genetic algorithm is presented for the routing
problem in VLSI circuits.

1 Introduction

Electronic design automation is concerned with the design and production
of VLSI systems. One of the important steps in creating a VLSI circuit
is its physical design. The input to the physical design step is a logical
representation of the system under design. The output of this step is the
layout of a physical package that optimally or near-optimally realizes the
logical representation. Physical design problems are generally combinatorial
in nature.

What makes electronic design automation problems particularly difficult
compared to traditional combinatorial optimization problems is that the
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number of elements that must be handled can be quite large — a circuit can be
easily composed of over one million gates. For this reason, design automation
practitioners have a strong tradition of quickly considering and adapting new
and alternative solution techniques. For example, simulated annealing is an
optimization technique that emulates the annealing of crystals. This combi-
natorial optimization method was first proposed in the literature in 1983 and
by the following year, the major design automation conferences had multiple
sessions on simulated annealing for design automation [35]. Early adoption
was again repeated on neural networks [36] which simulate the organizing
principles of nervous systems.

Although design automation did not immediately add genetic algorithms
to its basic tool chest, genetic algorithms have been consistently used in the
field for the last ten years.

The purpose of this chapter is to provide the reader with an up-to-date
overview of genetic algorithm applications for the VLSI physical design pro-
cess. In Section 2, below, we first briefly describe the VLSI physical design
process. We present a systematic review of genetic algorithms that have been
successfully applied to the physical design process in Section 3. In Section 4
we present a parallel genetic algorithm for the channel and switchbox routing
problem in VLSI circuits. We conclude with a summary in Section 5.

2 Overview of VLSI Physical Design

The major steps in a typical VLSI design process are shown in Figure 1. In
particular, the substeps of physical design are given.

The physical design phase is an important part of this process. Its input
is generally a logical description of the circuit, often in the form of a netlist.
The task of the physical design step is to produce a layout, an assignment of
geometric coordinates to the circuit components, either in the plane or in a
specified number of planar layers. The layout must satisfy the requirements
of the fabrication technology (sufficient spacing between components of the
circuit, and so on) and should minimize certain cost criteria (the lengths of
the interconnections, etc.).

Due to its complexity, the physical layout problem is generally divided
into subproblems which can be solved sequentially. These subproblems are
still NP-hard, but they reduce the practical complexity to a manageable
level. The physical design problem is usually decomposed into the following
subproblems: partitioning, placement, routing and compaction.

Partitioning is the task of dividing a circuit into smaller parts in order
to reduce the problem size. The circuit is often divided into portions that
are implemented separately. The goal is to partition the circuit such that
the sizes of the parts are within prescribed ranges and the complexity of the
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Figure 1: The design process of VLSI chips.

interconnections between these parts is minimized.

Placement assigns the cells of the circuit to their geometrical locations on
the chip. (A cell may be a single transistor, an adder or subcircuit, etc.) The
objective of placement depends on the design style. In standard cell design
(where all cells have the same width and are placed in rows) and in macro
cell design (where cells have different sizes and are placed irregularly), the
goal is to minimize the total layout area of the chip. In gate-matriz design
(where all cells are placed in a matrix pattern) the objective of placement
is to ensure routability and to minimize congestion of the interconnections
between the cells.

Routing follows the placement phase. It determines the paths of the inter-
connections between the cells laid out during the placement procedure. The
goal is to connect all pins that belong to the same net, subject to certain
quality constraints (such as minimizing the lengths of interconnections, and
so on) and routing constraints (interconnections must not short-circuit or
cross one another, etc.).

Compaction is often the final step in the physical layout design. It trans-
forms the symbolic layout (produced by the preceding steps) into a mask
layout, the geometric mask features on the silicon. The objective of com-
paction is to minimize the size of the resulting circuit layout.



3 Application of Genetic Algorithms to VLSI
Physical Design

3.1 Partitioning

To our knowledge, the first evolution-based algorithm for solving the par-
titioning problem was published in [37]. In contrast to previous heuristic
algorithms that usually optimize on only one constraint, this approach is ca-
pable of handling both a number of constraints and a number of objectives.
The algorithm, which does not include a crossover operator, yields multi-way
partitions with fairly balanced sizes and a small number of pins for each part.
The presented strategy has a reasonable execution speed that is similar to
other published heuristic approaches.

In [21] and [22], different coding schemes for the problem of circuit par-
titioning are investigated to find the most suitable coding. The proposed
genetic algorithm is specifically tailored for the partitioning of circuits with
complex bit-slice components using a special two-step coding of partitions.
The algorithm consists of a crossover and a mutation operator and a deter-
ministic improvement strategy.

The genetic algorithm in [9] is based on a population structure that in-
volves subpopulations which have their isolated evolution occasionally inter-
rupted by inter-population communication. Although the investigated prob-
lems are from actual VLSI design efforts, comparisons with other approaches
and runtimes are not presented.

A hybrid genetic algorithm for the ratio-cut partitioning problem is pre-
sented in [4]. Here the problem is formulated in terms of a hypergraph. The
genetic encoding is a binary string, where each subset of the circuit’s compo-
nents has a corresponding location on the string. Before the genetic algorithm
is executed, the ordering of these genes is determined by a depth-first search
to improve the performance of the genetic algorithm. Traditional crossover
and mutation operators are combined with a fast partitioning heuristic ap-
plied to each offspring as an improvement operator. The performance of
the algorithm is compared with two other partitioning approaches, using
benchmark data sets. Averaged over all benchmarks, the presented algo-
rithm achieves better results than the other approaches, while having a sim-
ilar amount of runtime for smaller graphs and less runtime for the largest
graphs.

Another hybrid approach is published in [42]. It combines a simulated
annealing method with a genetic algorithm. The main motivation for this
approach is the parallelization of the simulated annealing strategy by replac-
ing its single solution search process with a population-based approach using
a genetic algorithm. The two benchmark results that are presented are not
compared with other state-of-the-art approaches.



3.2 Placement

As mentioned in Section 2, the placement procedure is responsible for the
assignment of the circuit’s cells to their locations on the chip. According to
the variation in size and location of these cells, placement algorithms can
be divided into algorithms for standard cell design, macro cell design and
gate-matrix design.

After the pioneering work of [6], further applications of genetic algorithms
[39], [40] and evolution strategies [24], [25] for standard cell placement have
been presented. These approaches produce high-quality placements of real-
world VLSI circuits that can compete with sophisticated simulated annealing-
based placement strategies. However, the published runtimes are not as com-
petitive (up to 6 hours [24] and up to 12 hours [40]).

In [33], the runtime has been reduced significantly by using a parallel
implementation of a genetic algorithm that runs on a distributed network
of workstations. The total population is split over different processors and
a migration mechanism is used to exchange genetic material between them.
While the placement results are similar to a serial genetic algorithm, an
almost linear speedup can be achieved with this method.

We next discuss three investigations that use genetic algorithms for macro
cell placement [5], [11], [12]. The approach in [5] is based on a two-
dimensional bitmap representation of the macro cell placement problem.
Another representation scheme, a binary tree, is applied in [11]. In [12],
a combination of a genetic algorithm with a simulated annealing-based op-
timization strategy is presented. The experimental results suggest that a
mixed strategy performs better than a pure genetic algorithm for the macro
cell placement problem. The results are better or comparable to previously
published results of placement benchmarks. However, the runtime is not as
competitive.

An application of a genetic algorithm for the placement of gate-matrix de-
sign has been published in [41]. The approach uses the Genesis package [19]
as the basic genetic algorithm. This package is modified with a special algo-
rithm for constructing permutations that considers only a small subset of the
solution space. The results are compared with only one previously published
algorithm. The runtime is in the order of minutes (up to 1 hour).

3.3 Routing

Routing is the process of connecting pins subject to a set of routing con-
straints. VLSI routing is usually divided into global routing (to assign nets
into certain routing regions) and detailed routing (to assign nets to exact
positions inside a routing region).

To our knowledge, only one genetic algorithm for global routing has been



reported [13]. The algorithm is based on a two-phase router. In the first
phase, a genetic algorithm for the Steiner problem in a graph is used to
generate a number of distinct, alternative routes for each net. Then, in a
second phase, another genetic algorithm selects a specific route for each net
(among the alternatives given from phase one), such that the overall layout
area is minimized. The router is superior to TimberWolfMC [38], a state-
of-the-art global router, with respect to solution quality, while being inferior
with respect to runtime.

According to the position of the pins, detailed routing can be separated
into channel routing (pins are only located on two parallel sides of the routing
area) and switchbox routing (pins are placed on all four sides of the routing
area).

Several papers have been published in which genetic algorithm-derived
strategies are applied to the unrestrictive! channel routing problem [15], [17],
[30], [32].

In [32], a rip-up-and-rerouter is presented which is based on a probabilis-
tic rerouting of nets of one routing structure. However, the routing is done
by a deterministic Lee algorithm [27] and main components of genetic algo-
rithms, such as the crossover of different individuals, are not applied. Results
are presented only for one channel routing benchmark. No runtime for this
example is given.

The router in [15] combines the steepest descent method with features of
genetic algorithms. The crossover operator is restricted to the exchange of
entire nets and the mutation procedure performs only the creation of new
individuals. The presented results are limited to simple VLSI problems, and
no runtime remarks are made.

The genetic algorithm for channel routing published in [30] is based on a
problem-specific representation scheme, i.e. individuals are coded in three-di-
mensional chromosomes with integer representation. The genetic operators
are also specifically developed for the channel routing problem. The results
are either qualitatively similar to or better than the best published results
for channel routing benchmarks. The runtime of the algorithm (in the range
of 1...50 minutes) is not as competitive.

The algorithms in [15], [32] are also applied to switchbox routing. While
the router in [15] is not usable for large switchbox routing benchmarks, the
algorithm in [32] can compete with other switchbox routing algorithms. How-
ever, the runtime is not given.

A different genetic algorithm for switchbox routing is presented in [31].
Similar to [30], the genotype is essentially a lattice corresponding the coor-

1 Approaches for the restrictive channel routing problem (where all vertical net segments
are located on one layer and all horizontal segments are placed on a second layer) cannot
be applied to real-world VLSI channel routing problems and thus, won’t be considered
here.



dinate points of the layout. Crossover and mutation are performed in terms
of interconnection segments. The algorithm assumes that the switchbox is
extendable in both directions. Subsequently, these extensions are reduced
with the goal to reach the fixed size of the switchbox. While more costly in
runtime, on numerous benchmark examples the genetic algorithm produces
solutions with equal or better routing characteristics (netlength, number of
vias) than the previously best published results.

3.4 Compaction

As mentioned in Section 2, compaction transforms the symbolic layout to
a mask layout with the goal of minimizing the size of the resulting circuit
layout.

To the best of our knowledge, the only application of a genetic algorithm
for compaction has been advanced by Fourman [14]. He describes two pro-
totypes of genetic algorithms that perform compaction of a symbolic circuit
layout. Although his results are limited to very simple layout structures, he
does propose a new problem-specific representation for layout design that
includes constraints of the compaction process.

4 A Parallel Genetic Algorithm for the VLSI
Routing Problem

In the following, we present a parallel genetic algorithm to solve the VLSI
channel and switchbox routing problems with the objective of satisfying
crosstalk constraints for the nets. This approach is an extension of [30] in
which a sequential genetic algorithm was applied to channel routing prob-
lems. In [28] we first introduced the parallel genetic approach and extensively
investigated its main parameters.

4.1 Introductory Remarks

As mentioned earlier, interconnection routing is one of the major tasks in
the physical design of VLSI circuits. Pins that belong to the same net are
connected subject to a set of routing constraints. Channel and switchbox
routing are the two most common routing problems in VLSI circuits. Simple
examples of a channel routing problem and a switchbox routing problem are
shown in Figure 2.

Our motives for developing a parallel genetic algorithm for the detailed
routing problem have been threefold. First, almost all previously published
detailed routing strategies only consider physical constraints, such as the
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Figure 2: The VLSI channel (left) and switchbox (right) routing problem and
possible routing solutions.

netlength. However, with further minimization in VLSI design, new elec-
trical constraints, such as crosstalk, are becoming dominant and need to
be addressed. Second, today’s typical computer-aided design environment
consists of a number of workstations connected together by a high-speed
local network. Although many VLSI routing systems make use of the net-
work to share files or design databases, none of the known routing programs
(evolution-based or deterministic algorithms) use this distributed computer
resource to parallelize and speed up their work. Third, all published ge-
netic algorithms that address the routing problem are sequential approaches,
i.e., one population evolves by means of genetic operators. However, recent
publications (e.g. [2],[26]) clearly indicate that parallel genetic algorithms
with isolated evolving subpopulations (that exchange individuals from time
to time) perform better than sequential approaches.

We present a parallel genetic algorithm for detailed routing, called GAP
(Genetic Algorithm with Punctuated equilibria), that runs on a distributed
network of workstations. Our approach considers routing quality character-
istics such as the the netlength, the number of connections between layers,
and the importance of crosstalk between neighboring interconnections. Due
to variable weight factors, these routing objectives can be easily adjusted to
the requirements of a given VLSI technology. Furthermore, on many bench-
mark examples, the router produces better results than the best of those
previously published.



4.2 Problem Description

The VLSI routing problem is defined as follows. Consider a rectangular
routing region with pins located on two parallel boundaries (channel) or four
boundaries (switchboz) (see Figure 2). The pins that belong to the same net
need to be connected subject to certain constraints and quality factors. The
interconnections need to be made inside the boundaries of the routing region
on a symbolic routing area consisting of horizontal rows and vertical columns.

We define a segment to be an uninterrupted horizontal or vertical part of
a net. (Thus, any connection between two pins will consist of one or more
net segments.) A connection between two net segments from different layers
is called a wia. The overall length of all segments of one net to connect its
pins is defined as its netlength.

In sub-micron regimes, crosstalk results mainly from coupled capacitance
between adjacent (parallel routed) interconnections. The shorter the length
of these parallel routed segments, the better the performance of the circuit.

Thus, the following three factors (which are to be minimized) are used in
this work to assess the quality of the routing:

— netlength,
— number of vias, and
— crosstalk.

4.3 Overview of the Parallel Genetic Algorithm

Different ways exist to parallelize a genetic algorithm [2]. However, most of
these methods result only in a speed-up of the algorithm without qualitative
improvements to the problem solutions. To gain better problem solutions, we
use the theory of punctuated equilibria to design a parallel genetic algorithm
[7],[10]. A genetic algorithm with punctuated equilibria is a parallel genetic
algorithm in which independent subpopulations of individuals with their own
fitness functions evolve in isolation except for an exchange of individuals
(migration) when a state of equilibrium throughout all the subpopulations has
been reached (see Figure 3). Previous research has shown genetic algorithms
with such punctuated equilibria to have superior performance when compared
to sequential genetic approaches [7],[9].

The parallel structure of our algorithm for the case of nine processors is
shown in Figure 4. We assign a set of n individuals (problem solutions) to
each of the N processors, for a total population size of n x N. The set assigned
to each processor, ¢, is its subpopulation, P.. The processors are connected
by an interconnection network with a torus topology. Thus, each processor
(subpopulation) has exactly four neighbors.

The genetic algorithm used by each processor and the main process that
steers the parallel execution are presented in Figure 5. First, the main process
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At processor ¢

on subpopulation P, :

fitness calculation (P,Umigrants)
for each generation
new = 0
for each descendant
Pa,pg = selection (P.)
Prew = Pnew U crossover (pq,pg)
endfor
fitness_calculation (P, UP.)
P. = reduction (PcU Ppew)
mutation (P.)

: endfor
Main process:

create initial subpopulations
for each epoch
do genetic algorithm (subpopulations) @
do migration (reighboring subpopulations)
endfor
return best seen individual

Figure 5: Algorithm overview.

creates an initial subpopulation at each processor. This initial subpopula-
tion consists of randomly constructed (i.e., not optimized) routing solutions.
They are designed by a random routing strategy which connects net points
in an arbitrary order with randomly placed interconnections. (See [30] for a
detailed description of our random routing strategy.) The main process con-
sists of a given number of epochs. During an epoch, each processor, disjointly
and in parallel, executes the sequential genetic algorithm on its subpopula-
tion for a certain number of generations (epoch length). Afterwards, each
subpopulations exchanges a specific number of individuals (migrants) with
its four neighbors. The process continues with the separate evolution of each
subpopulation during the next epoch. At the end of the process, the best
individual that exists constitutes our final routing solution.

The following section briefly describes the genetic operators used by each
processor to evolve its subpopulation.

4.4 Genetic Operators

Fitness Calculation The fitness F(p) of each individual p € P. is cal-
culated to assess the quality of its interconnections relative to the rest of
the subpopulation P.. The following factors are taken into account (with
different weights) when determining F'(p):
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— overall netlength of p,
— number of vias of p, and
— the length of adjacent, parallel interconnections (crosstalk).

After the evaluation of F(p) for all individuals of the subpopulation P, these
values are scaled linearly [18], in order to control the relative range of fitness
in the subpopulation.

Selection Our selection strategy, which is responsible for choosing the
mates for the crossover procedure, is stochastic sampling with replacement
[18]. That means any individual p; € P, is selected with a probability pro-
portional to its fitness value.

Crossover During a crossover, two individuals are combined to create a
descendant. Our crossover operator is a 1-point crossover operator [18] that
gives high-quality routing parts of the mates an increased probability of being
transferred intact to their descendant.

Crossover is performed in terms of wire segments. A randomly positioned
line (crossline) perpendicular to the edges of the routing area divides this
area into two sections, playing the role of the crosspoint. This line can be ei-
ther horizontally or vertically placed. For example, interconnection segments
ezxclusively on the upper side of the crossline are inherited from the first par-
ent, and segments exclusively on the lower side of the crossline are inherited
from the second parent. Segments intersecting the crossline are newly created
within the descendant by means of our random routing strategy [30].

(A more detailed description of our crossover operator is given in [30].)

Reduction Our reduction strategy simply chooses the |P,| fittest individ-
uals of (P, U Ppew) to survive as P, into the next generation.

Mutation The mutation operator performs random modifications on an
individual (to overcome local optima) by applying the random routing strat-
egy [30] on randomly selected interconnections.

4.5 Experimental Results

Our algorithm, called GAP, has been implemented on a network of SPARC
workstations (SunOS and Solaris systems). The parallel computation envi-
ronment is provided by the Mentat system, an object-oriented parallel pro-
cessing system [20].

12



4.5.1 Parameter Settings
The main parameters (see Section 4.3) were set to:

Individuals per subpopulation : 50
Descendants per subpopulation : 20

Number of subpopulations : 9
Number of epochs : 10
Epoch length (generations) : 50

Two randomly selected migrants were sent to each of the four neighbors
in each epoch.

(See [28] for a detailed discussion of these parameters as well as a compar-
ison with a sequential genetic approach.)

4.5.2 Comparison of GAP to Other Routing Algorithms

Any application of a genetic algorithm should focus on a comparison to solu-
tion techniques that have been acknowledged as effective by that application’s
community. Here we compare the results of GAP with the best known results
of other algorithms for channel and switchbox routing benchmarks (see Ta-
ble 1). The other routing algorithms do not consider crosstalk, and thus can
only be compared with our routing results regarding netlength and number
of vias.

We ran our algorithm 50 times per benchmark with different initialization
of the random number generator. Table 1 presents the best-ever-seen results
for all algorithms. We note that for GAP the best-ever-seen quality was
achieved in at least 50 percent of the program executions.

It can be seen that our results are qualitatively similar to or better than
the best known results from popular channel and switchbox routers published
for these benchmarks. The layout of Burstein’s difficult switchbox achieved
with our algorithm is depicted in Figure 6.

4.5.3 Reduction of Crosstalk

By adjusting the value of the weight for crosstalk (see Section 4.4), our algo-
rithm can also optimize the interconnections regarding crosstalk. The results
presented in [29] show that an increase of the weight for crosstalk leads to sig-
nificantly fewer parallel routed net segments. Hence, our router can construct
solutions which contain minimal coupling capacitances between interconnec-
tions — an increasingly significant consideration in sub-micron VLSI design.

However, as discussed in [29], the minimization of crosstalk leads in general
to an increase in both the netlength and the number of vias. It has to be
decided by the user to which optimization goals he/she gives priority.
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Bench- Algorithm Col- pows  Net~  y,q | Time

mark umns length (sec)

Joo6_13 WEAVER]|23]| 18 7 167 29 | 312
PACKER][16] 18 6 167 25 | 710
SAR[1] 18 6 166 25 |70
GAP 18 6 164 22 172

Joo06_16 WEAVER|23]| 11 7 121 21 | 220
Monreale[15] | 11 7 120 19 (?
GAP 11 6 115 15 |207

Burstein’s || WEAVER[23]] 23 15 531 41 1508
Difficult |BEAVER®[8] | 23 15 547 44 |1
Switchbox | PACKER[16] | 23 15 546 45 |56

GAP 23 15 538 36 | 1831
Dense Silk[32] 16 17 516 29 |7
Switchbox || SAR[1] 16 17 519 31 | 150

GAP 16 17 516 29 2380
Augmented || BEAVER?[8] | 16 18 529 31 |1
Dense PACKER[16] | 16 18 520 32 (31
Switchbox || SAR[1] 16 18 529 31 205

GAP 16 18 529 29 (2281

¢ BEAVER’s number of vias has been adjusted.

Table 1: Comparison of GAP with the best-known results for some benchmark
channels (upper half) and switchboxes (lower half).

Figure 6: Our routing solution of Burstein’s difficult switchbox.
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5 Summary

We presented a systematic review of genetic algorithm investigations for the
VLSI physical design process. These contributions are generally different
than standard genetic algorithm investigations. One difference is that the
genetic operators for physical design algorithms are typically very problem-
specific. This specificity occurs because of the extreme importance of de-
termining very high quality solutions — therefore expert information on the
likely form of solutions is included as much as possible. Combinations of
genetic algorithms with other optimization strategies are no longer an excep-
tion. Once the “high quality regions” are identified by a genetic algorithm,
the application of local search routines are often the only way to ensure effec-
tive runtimes. Another difference is the concern for robustness. There exists
a rich collection of design automation benchmarks (e.g., [34]) and for a so-
lution method to be accepted, it must be demonstrated to work consistently
well on those benchmarks.

We also presented a parallel genetic algorithm for the channel and switch-
box routing problem. Our results are qualitatively similar to or better than
the best known results from popular channel and switchbox routers. In addi-
tion, our algorithm is able to significantly reduce the occurance of crosstalk.

Genetic algorithms have a very large potential within physical design of
VLSI circuits. The problems encountered in this field are extremely complex
which is exactly the situation in which the performance of a genetic algorithm
compares best to that of other methods. However, genetic-algorithm-based
approaches are of practical interest to the VLSI community only if they
are competitive with the acknowledged existing approaches with respect to
performance and runtime. This chapter gave a review of the current situation
in this field with the purpose of stimulating and guiding further applications
of genetic algorithms.
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